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1. INTRODUCTION 

Here we present the first results of a feasibility study re-
garding  the usefulness of Markov models (e. g. Meyn 
and Tweedie, 2005) for the analysis of Georgian vocal 
polyphonic music. The present analysis, which can be 
seen as an attempt to explore new tools for the syntactic  
analysis of vertical concomitances in music (c.f. Arom & 
Vallejo, 2008; 2010), is based on the collection of folk 
songs from Svaneti (NW Georgia) described by 
Akhobadze (1957). For this purpose, we developed a 
software package in Mathematica 10 (Wolfram Research, 
2014), dedicated to musical score analysis. 

2. METHODOLOGICAL FRAMEWORK  

In the context of the present study we make the assump-
tion that a song can approximately be treated as a tem-
poral process in which discrete harmonic or melodic 
states change according to probabilistic rules which are 
implicitly contained in the song itself. In more technical 
terms, the assumption made is that the sequence of 
“chords” (or more precisely vertical conjunctions) in a 
song can be modeled as a discrete Markov chain of har-
monic states (e. g.  multi-voice chords of particular dura-
tion).  In this context, the probability that a particular 
state changes into another one is assumed to depend only 
on the current state and a state transition probability ma-
trix T (Markov property), which can be estimated from 
the musical score by statistical analysis.  

3. PROCESSING 

In order to determine the Markov model for a Georgian 
song, the score (cf. Fig. 1) is first converted into digital 
form (musicXML). Subsequently, the pitches in each 
voice (in Georgian polyphony usually three) are approx-
imated by piecewise functions of time (Fig. 2), which 
subsequently are combined into a vector function. This 
enables the easy algorithmic determination of the mar-
gins of harmonic states as times where the time-
derivatives of this function are non-zero.  

  
 

Figure 1. Original score of the song Lushnu Läshgaru 
(Svan marching song). 

 

 
Figure 2. Pitch function of the song Lushnu Läshgaru. 
The red, green and blue lines correspond to the pitches 
(in pitch number) for the middle, top and bass voice of 
the song, respectively.  These can be seen as compo-
nents of a vector function, the non-zero derivatives of 
which define boundaries of the harmonic states of the 
song. 



  
 

Since Georgian music is considered modal, we deter-
mined the mode of each song (see Figs. 3 and 4) as the 
mode which is most consistent with the pitch inventory 
of the song, and converted all chords into mode-degree 
representations. Regarding the reference note, we fol-
lowed the strategy of  Arom & Vallejo (2008) to use the 
finalis. 

  
 
 
Figure 3. Example for the determination of the song´s mode 
based on the statistical analysis of the pitch inventory of Lushnu 
Läshgaru. The histograms show the distribution of fractional 
(regarding the duration of the song) consistency (to the right) 
and inconsistencies (to the left) of the pitch inventories of the 
individual voices. The center panel shows that the complete 
pitch inventory of Lushnu Läshgaru for all voices is fully con-
sistent with the mode Sol (G), but none other. 
 
 

 
 
Figure 4. Mode inconsistency table of the pitch inventory of 
Lushnu Läshgaru. The entries in the different columns indicate 
the fractional inconsistencies in all voices combined (column 1) 
and the individual voices (columns 2 – 4)  for the tested modes 
(indicated in column 5). As can be seen from the total incon-
sistency value of 0, that the complete pitch inventory of Lushnu 
Läshgaru  for all voices is fully consistent with the mode Sol 
(G). For the mode Do (C), there would be inconsistencies with 
the pitches in the bass melody. 
 
 
 

Subsequently, the state transition matrix T (Fig. 5)  is de-
termined by statistical analysis of the actually occurring 
state transitions in the song.  
 

  
Figure 5. State transition matrix T of the complete song Lushnu 
Läshgaru. 
 
The color code of an element of T describes the relative 
frequency (loosely speaking the probability) with which 
the state indicated by the row label is changing into the 
state indicated by the column label. Elements which are 
white, correspond to state transitions with zero probabil-
ity. For example the 3rd row from the bottom corresponds 
to the state I-4-6M:1/2. It contains two non-zero ele-
ments, on for the transition to the state I-3M-5:3/8 with 
transition probability close to 0.8 (orange color) and one 
for the transition to the state I-3M-6:3/8 with transition 
probability close to 0.2 (blue color). Elements with red 
color describe transitions which take place with probabil-
ity of 1. In other words, if song comes to the state de-
scribed by the row label for a red element, the next state 
is fully determined.  
 
From T we generated the so-called process graphs (Fig. 
6) which within the Markov model framework contains 
the complete information about the corresponding song in 
a visual (but still quantitative) way. Each node corre-
sponds to a harmonic state, while the edges of the graph 
represent possible pathways through the harmonic state 
inventory with their corresponding probabilities color 
coded as shown in the legend. The start and end states of 
the song are indicated by green and red text colors, re-
spectively. Process graphs are convenient tools to visual-
ly compare songs with respect to their complexity and 
hence to the predictability of their chord progressions. 
 



  
 

For the structural analysis of the chord progressions, we  
removed the introduction, which is typical for many 
Georgian folk songs (c.f. Fig. 1), and extracted the three-
voice part of the song. This results in a considerably sim-
pler process graph (Fig. 7).  
 

  
Figure 6. Markov model process graph of the three-voice part 
of Lushnu Läshgaru. 
 
Subsequently we also removed the chord ciphers to ob-
tain the „chord progression skeleton“ of the song (Fig. 8), 
which turns out to be a convenient tool for the structural 
analysis. In the present case for example it shows that the 
„building block“ of the song  consists of the sequence of 
mode degrees I-VII-VI-VII  which is repeated seven 
times. 

 
Figure 7. „Chord progression skeleton“ of Lushnu Läshgaru. 
 
In addition to the process graphs, we spot-checked the 
quality of individual Markov model representations by 
listening to random realizations (new synthetic songs) of 
the models generated from the estimated transition matri-
ces. In general, provided the songs are long enough to 
allow for a robust statistical analysis of states, the Mar-
kov model audibly seems to capture the main characteris-
tics of a song in terms of chord progressions rather well. 

 

              

Figure 6. Markov model process graph (right panel) of the complete song Lushnu Läshgaru. The chord progression of the actual 
song  (expressed in mode degree notation) can be reconstructed from the sequence indexes below the graph´s nodes. 



  
 

 

4. RESULTS 

The state transition matrix T of an individual song (e. g. 
Fig. 5) can be seen as a simple list of numbers which de-
scribe the transition probabilities of all possible chord 
progressions in that particular song. Usually, the majori-
ty of these numbers will be zero because only a small 
subset of the possible state changes in a song actually 
takes place. Similarly, for each song one can also deter-
mine the transition probabilities of all chord progressions 
possible in the whole corpus, simply by adding further 
zeros for all combinations of chords which are in the 
corpus but not in the particular song. We call this vector 
the chord-progression vector or -profile of the song. The 
advantage of doing so is that the chord progression pro-
files in all songs in the corpus are now of the same di-
mension and can be quantitatively compared easily. One 
way of doing so is by projecting all of them into sub-
spaces which are small enough to be visualized (Fig. 9). 

Each row in the grid in Fig. 9 corresponds to one song 
while each column corresponds to one of the 100 most 

frequent chord progressions in the whole corpus. The 
songs are sorted vertically according to their modes. The 
majority of the songs are in mode A (upper yellow shad-
ed rows) and mode G (lower red shaded rows). Those 
columns which stick out visually as vertical structures 
correspond to chord-progressions common to all songs 
of that mode category and are labeled in mode degree 
notation at the top and the bottom of the panel. 

Representing songs in terms of feature vectors (both 
chord profiles and chord-progression profiles) enables 
the application of powerful tools from the fields of ma-
chine learning and high dimensional visualization to ex-
tract information from musical scores. As another exam-
ple in that direction, Fig. 10 shows the so-called Sam-
mon´s map (Sammon, 1969), which displays the mutual 
distances of the chord-progression profiles shown in  
Fig. 9 in such a way that all mutual distances in Fig. 10 
are reflecting the mutual distances of the chord-
progression profiles in the high-dimensional space.  

 

 

   
Figure 9. Chord progression profiles regarding the 100 most frequent chord progressions in the whole corpus. The color code of 
each cell corresponds to the relative frequency with with this chord progression takes place in the corresponding song. Labels are in 
mode degrees. 

mode A 

mode G 



  
 

Fig. 10 can be directly interpreted as a map of the simi-
larity of the songs in terms of their chord-progressions. 
Songs which plot close to each other will have more sim-
ilar chord-progressions than those projecting farther 
apart. Even without further analysis, Fig. 10 already vis-
ually indicates  that some of the characteristic chord pro-
gressions are mode related.  

5. CONCLUSIONS 

The present study illustrates different ways to computa-
tionally extract information from digital musical scores of 
polyphonic vocal music and to compare songs quantita-
tively in terms of chord- and chord-progression structure. 
The results suggest that Markov models in conjunction 
with graph theory and high-dimensional visualization  
techniques provide a powerful and principled framework 
to perform analysis of musical scores regarding their ver-
tical organization (e. g. Arom and Vallejo, 208; 2010) in 
semi-automated and completely reproducible ways.  
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Figure 80. Sammon´s map of the chord-progression profiles of Fig. 9.   

 


