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1. Linguistik und Datenverarbeitung

Die Computerlinguistik (linguistische Datenver-
arbeitung, automatische Sprachbearbeitung) (im
folgenden CL) wird je nach Standpunkt und Ab-
grenzung des Objektbereiches als Zweig der an-
gewandten Informatik (Hays 1967), als Zweig der
angewandten Linguistik (Bott 1970, ALPAC-
Report, Systematik des vorliegenden Lexikons),

als Abkommling der kognitiven Psychologie
(Wilks 1972), als Teildisziplin der Kommunika-
tionswissenschaft (Ungeheuer 1971) oder aber
pragmatisch als Menge der Aktivitdten verstanden,
die sich mit Linguistik und Datenverarbeitung
oder Sprache und Datenverarbeitung befassen und
damit eher durch Auferlichkeiten als durch syste-
matische Gegebenheiten zu einer Einheit werden
(Dietrich/Klein 1974, vgl. die Diskussion in Batori
1977).

Versucht man, das Feld iiber das Verhaltnis von
Linguistik und Computerwissenschaft (Informa-
tik) zu erfassen, so ergibt sich folgendes Bild.
Insbesondere in den 50er und frithen 60er Jahren
haben sich Linguistik und Informatik teilweise
gemeinsam entwickelt. Die Entwicklung von z. T.



sehr komplexen formalen Sprachen zur Erfassung
von Problemen aus den verschiedenen Wissen-
schaften (Programmiersprachen) und von Algo-
rithmen zu ihrer Analyse und Synthese sowie zur
Ubersetzung zwischen formalen Sprachen ging
Hand in Hand mit der Entfaltung der algebra-
ischen Linguistik, als deren Abkommlinge die ver-
breitetsten Grammatikmodelle der neueren
Sprachwissenschaft zu gelten haben (Floyd 1964).

Vielfilug ist der Einflufl, den die linguistische
Datenverarbeitung selbst auf die Entwicklung der
Sprachwissenschaft nehmen kann. Diskutiert
wurde z. B. eine Mechanisierung oder Teilmecha-
nisierung des linguistischen Forschungsprozesses
(Karlgren/Brodda 1976). Das Testen und Verglei-
chen von umfangreichen und damit uniibersicht-
lichen Grammatiken auf Adiquatheit und Kon-
sistenz, aber auch auf Einfachheit und Effekuvitit
der Verarbeitbarkeit hin ist erklirtes Ziel vieler
Analyseprogramme seit den 60er Jahren (Londe/
Schoene 1968, Friedman 1971, vgl. auch Pause
1976). Ein etwas anderer Aspekt stehtim Vorder-
grund, wenn die Datenverarbeitung benutzt wird,
um grofle Materialmengen zu sortieren und aus-
zuwerten, wie sie etwa in der Lexikographie an-
fallen (Josselson 1967). In allen diesen Fillen wird
die Datenverarbeitung im Grundsatz fiir die Lin-
guistik nicht anders eingesetzt, als sie fiir andere
Wissenschaften auch eingesetzt werden kann.
Schlieflich hat die CL der Sprachwissenschaft zu
theoretischen Impulsen verholfen, insbesondere
aufgrund von Erfahrungen in den Bereichen ma-
schinelle Syntaxanalyse (2) und kinstliche Intel-
ligenz (4). Gliedert man das Feld in Aufgaben-
oder Anwendungsbereiche, die die Bearbeitung
von Sprache mit Hilfe von Rechenmaschinen be-
treffen, so stellt sich heraus, daf} die Linguistik nur
zum Tell eine Rolle fir die Computerlinguistuk
spielt. Wihrend in manchen Bereichen, nament-
lich der maschinellen Ubersetzung (vgl. Art. 98),
Fortschritte augenblicklich nur erzielbar erschei-
nen, wenn linguistische Erkenntnisse beriicksich-
tigt werden (Josselson 1971, Stachowitz 1973), ist
der Nutzen der Linguistik in anderen Bereichen,
etwa bei den Informationswissenschaften, unklar
(Sparck Jones/Kay 1976) oder, wie bei den Sprach-
verstehensmodellen der kinstlichen Intelligenz,
nach wie vor umstritten (Computational Seman-
tics, Eisenberg 1976).

Die folgenden Abschnitte beschaftigen sich mit
der ausdriicklich linguistisch fundierten Bearbei-
tung von Sprachmaterial mit Hilfe von Compu-
tern (2), mit der Bearbeitung von Sprachmaterial,
bet dem der quantitative Aspekt im Vordergrund
steht (3) und mit der teilweise iiber linguistische
Konzeptionen hinausgehenden Sprachbearbei-
tung im Rahmen der Mensch-Maschine-Kom-
munikation (4).

Eine gut lesbare Ubersicht zur Computerlin-
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guistik ist Dietrich/Klein 1974, einen Literatur-
bericht gibt Strafiner 1977. Der Stand wichtiger
Aktivititen in der Bundesrepublik und der
Schweiz ist in ,Kolloquium zur Lage [...]* doku-
mentiert.

2. Maschinelle Sprachanalyse

Unter maschineller Sprachanalyse wird meist der
an der Wissenschaftssystematik der Linguistik
orientierte Zweig der CL verstanden (,,Linguistik
mit dem Computer). Die maschinelle Sprach-
analyse bemiht sich also darum, die Ergebnisse
linguistischer Arbeit ,,auf den Computer zu brin-
gen“. Deshalb ist es auch nicht méglich, eine all-
gemeine Zielsetzung fir die maschinelle Sprach-
analyse anzugeben.

Im phonetisch-phonologischen Bereich sind
vor allem Arbeiten zu nennen, die sich mit der
Uberfithrung von akustisch gegebenen Sprach-
signalen in phonetische, phonologische (oder auch
graphematische) Reprisentationen beschiftigen,
die also ein kontinuierliches Signal in eine Folge
von diskreten Signalen umsetzen (automatische
Spracherkennung, IKP 1971, Speech Communi-
cation) und damit die Voraussetzung fir die ei-
gentliche Sprachverarbeitung auf Digitalrechnern
schaffen. Obwohl das Ziel der automatischen
Spracherkennung eine Analyse auf der Ebene der
Lautsegmente ist, ist sie praktisch nicht ohne In-
formation von hoheren Beschreibungsebenen
(lexikalisch-syntaktisch und semantisch) durch-
zufithren,

Arbeiten zur Computermorphologie haben
meist nicht die Realisierung isolierter morpholo-
gischer Analyse- und Synthesealgorithmen zum
Ziel, sondern sind morphosyntaktisch motiviert.
Entweder in dem Sinne, dafl die Flexionsmorpho-
logie als Voraussetzung zur syntaktischen Analyse
(Kongruenz und Rektion) betrieben wird (IdS
1974) oder in dem, dafl im Bereich der Dertva-
tonsmorphologie mit tiefenstrukturellen Ana-
lysen gearbeitet wird (vgl. Hoppner 1978). Als
ein besonderer Zweig der maschinellen morpho-
logischen Analyse kann die automatische Lemma-
tisierung (Zuordnung von Wortformen aus Texten
zu ihren Lemmata) angesehen werden (vgl. 3.2.).

In der Computerlinguistik hat es relativ wenige
Entwiirfe von Systemen zur linguistischen Seman-
ttk gegeben. Beispiele sind Friedman 1973 und
Dietrich 1973 fiir Analysen im Sinne der Kasus-
grammatik, Stachowitz 1973 fiir die Verwendung
einer Katz/Fodor-Semantik und neuerdings
{nachdem es bereits in den 60er Jahren eine von
der Linguistik weitgehend unabhingige Logik-
phase in der automatischen Sprachbearbeitung
gegeben hatte) etwa Habel/Schmidt 1978 und
Schmidt/Schneider 1978 fir die Verwendung einer
modallogischen Semantik. Der Hauptgrund fir
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die geringe Wirksamkeit der linguistischen Seman-
tik 1st, da Semantiktheorien fast stets als Teil
integrierter Grammatikmodelle entwickelt wor-
den sind, das Hauptinteresse der Computerlin-
guistik sich jedoch auf die jeweilige syntaktische
Komponente richtete (vgl. unten). Semantische
Analysen wurden vor allem im Rahmen von Pro-
jekten der kiinstlichen Intelligenz durchgefiihre,
hier jedoch weitgehend unabhingig von der lin-
guistischen Semantik (vgl. 4 sowie Eisenberg
1976).

Verfahren zur automatischen syntaktischen
Analyse (Parsing) sind fiir viele der einschlagigen
neueren Grammatiktypen sowie zahlreiche Va-
rianten davon realisiert oder zumindest entworfen
worden. Ersetzungsgrammatiken sind intensiv
z.B. von Kuno und Ottinger (1963) sowie von
Greibach (1964, 1965) bearbeitet worden. Depen-
denzgrammatische Ansitze gehen meist auf die
Arbeiten von Hays (1964), kategorialgramma-
tische auf die von Bar-Hillel (1964) zuriick. Ver-
fahren fiir die schwerer zuginglichen Transfor-
mationsgrammatiken wurden z. B. von Friedman
(1969, 1971), Petrick (1965) und Kuno (1969)
vorangetrieben.

Neben der Syntaxanalyse im Sinne eines be-
stimmten Grammatikeyps bestand immer auch ein
grofies Interesse an der Entwicklung allgemeiner
Analyseverfahren, die fiir verschiedene Gram-
matiktypen verwendet werden konnten. Beson-
dere Verbreitung erlangten der Cocke-Algorith-
mus, bei dem zu jeweils zwei Symbolen (nur binire
Verzweigungen zugelassen) simtliche nach den
Regeln der Grammatik méoglichen Reduktionen
aufgesucht und geeignet gespeichert werden,
sowie die pridiktive Analyse, bei der aus der
Kategorie eines Elementes auf die moglicherweise
mit thm zu einer Konstituente verketteten Ele-
mente geschlossen wird (vgl. die Ubersicht in
Kuno 1969). Ein neueres, sehr allgemeines Ver-
fahren zur syntaktschen Analyse und Generie-
rung ist in Kaplan 1973 beschrieben. Die Griinde
fir Umfang und Intensitdt, die die Arbeiten zur
maschinellen Syntaxanalyse insbesondere in den
spdten 50er und den 60er Jahren auszeichnen, sind
vielfaltig. Zunichst war die Syntax fiir die Lingui-
stik selbst zentral und daher der nichstliegende
Gegenstand fir die Computerlinguistik. Die vor-
herrschende Auffassung, dafl eine Syntax bzw.
Grammatik als Menge von Regeln anzusehen seli,
die mengentheoretisch rekonstruierbar sind und
insgesamt (als Regelwerk) zwar nicht einen ein-
deutig festliegenden Algorithmus darstellen, aber
die ,Realisierung® durch einen Algorithmus nahe-
legen, forderte zur Programmierung vorliegender
Syntaxen geradezu heraus. Die zentrale Stellung
der Syntax in der Linguistik entsprach auch der
Auffassung, dafl wichtige Gebiete der angewand-
ten Linguistik im wesentlichen oder vollstindig

mit syntaktischen Mitteln zu bewiltigen seien.
Aus dem Bereich der Computerlinguistik sind
hier vor allem die bereits erwahnte Beschreibung
und maschinelle Ubersetzung von Programmier-
sprachen (Compilerbau), die Mensch-Maschine-
Kommunikation (Dialogsysteme), die automa-
tische Ubersetzung natiirlicher Sprachen und die
maschinelle Dokumentation zu nennen.

Im Bereich der linguistischen Theoriebildung
selbst spielt der automatische Grammatktester
zwar eine wichtige, letztlich aber auf die eines
technischen Hilfsmittels beschrinkte Rolle. Da-
gegen hat z.B. die Tatsache, daff man zur auto-
matischen syntaktischen Analyse neben der
Grammatik selbst immer auch ein Verfahren fiir
die Handhabung der Grammatik (Algorithmus)
zur Verfugung haben muf, insofern Folgen fiir
die Theorie gehabt, als dadurch die Reflexion iiber
das Verhaltnis des statischen und des dynamischen
Teils eines linguistischen Verarbeitungsmechanis-
mus mit ihren Folgen fiir das Verhaltnis von Kom-
petenz und Performanz in Gang gekommen ist
(vgl. z.B. Winograd 1972, Baitor1 1976, 1978).
Wetitere wichtige Einzelpunkte betreffen die von
der CL ausgegangene Diskussion iiber die Um-
kehrbarkeit von Transformationsgrammatiken
(Petrick 1965, Pause 1976) sowie die Arbeiten iiber
die Aquivalenz von Grammatiken verschiedenen
Typs (Bar-Hillel 1960, Greibach 1964, Gaifman
1965).

3. Bearbeitung grofier Datenmengen
3.1. Dokumentationssysteme

Groflere Mengen gleich oder dhnlich strukturierter
Daten werden maschinell mit Hilfe sog. Daten-
banksysteme verwaltet. Ein Datenbanksystem
enthilti. a. eine Komponente zur Speicherung von
Daten, einen Datenspeicher (Datenbank) und eine
Komponente zur Riickgewinnung der Daten aus
der Datenbank. Datenbanksysteme werden seit
langem in sehr verschiedenen Gebieten eingesetzt,
etwa in Bibliotheken, zur Verwaltung von grofien
Warenlagern, zur Erfassung von Personaldaten
usw. Nicht alle Datenbanksysteme gehoren in das
Arbeitsgebiet der CL. Der fiir uns wichtigste Typ
von Datenbanksystemen sind die Dokumenta-
tionssysteme (DS) (Salton 1968, Niedermeyr
1976). DS dienen zur Verwaltung von Dokumen-
ten, die in natirlicher Sprache formuliert sind,
z.B. wissenschaftliche Literatur, Gesetzestexte,
Gerichtsurteile, historische Quellentexte. Ein
vollstindig automatisches DS kann mit der Sprach-
wissenschaft an drei Stellen Beriihrungspunkte
haben (Sparck-Jones/Kay 1976): (1) die Analyse
der Dokumente zur Gewinnung der Information,
die gespeichert werden soll (Indexierung oder
Indexing) ist eine Analyse natiirlicher Sprache (2)
die extrahierte Information wird hiufig in einer



elaborierten formalen Sprache formuliert (Indexie-
rungssprache) (3) der Zugriff zur gespeicherten
Information (Retrieval) kann uber natirliche
Sprache erfolgen.

3.1.1. Indexierung

Obwohl die Indexierung immer eine Analyse na-
tiirlicher Sprache ist, bedient man sich dabei kei-
neswegs Uberwiegend linguistisch fundierter Ver-
fahren. Die Art der Analyse richtet sich ganz
wesentlich nach der Indexierungssprache. Die
Indexierungssprache soll es erlauben, einen Ex-
trakt des Inhalts der bearbeiteten Dokumente
darzustellen. Bei vielen DS besteht das Lexikon
der Indexierungssprache (Thesaurus) lediglich aus
einer wenig verbundenen Menge von Wortformen
oder Wortern (Schliisselworter, Deskriptoren).
Bei der Indexierung werden die Dokumente nach
Deskriptoren abgesucht. Das Ergebnis der Suche
wird statistisch ausgewertet (Maron/Kuhns 1960,
Salton 1968, 1970). Die Relevanz eines Deskrip-
tors fiir den Inhalt eines Dokumentes kann etwa
danach gewichtet werden, wie hiufig er dort im
Vergleich zu anderen Dokumenten auftaucht und
wie hiufig er gemeinsam mit anderen Deskripto-
ren auftaucht.

Eine Anreicherung der Indexierungssprache soll
die Moglichkeiten verbessern, den Inhalt etnes
Dokumentes genauer wiederzugeben, ohne dafl
dazu mehr Speicherplatz verbraucht wird als bei
einfachen Stichwortverfahren. Einige der verwen-
deten Techniken sind Speicherung von Schliissel-
wortern mit einem bestimmten Kontext (KWIC =
keyword in context), sorgfiltige Auswahl der
Deskriptoren fir eine Klasse von Dokumenten
(etwa wissenschaftliche Texte aus einem Fach-
gebiet), Kennzeichnung morphosyntaktischer
Klassen (Lemmatisierung von Wortformen, Zer-
legung von Komposita), Kennzeichnung syntak-
tischer Relationen zwischen Deskriptoren, Kenn-
zeichnung semantischer Klassen und insbesondere
Kennzeichnung semantischer Relationen (An-
tonymie, Hyponymie, Bedeutungsiiberschnei-
dung verschiedener Art). (Coyaud 1972, Soergel
1974).

Eine vergleichende Bewertung konkurrierender
Analyseverfahren ist bisher nicht gelungen
(Sparck Jones/Kay 1976), insbesondere ist nicht
gezeigt worden, daf linguistisch fundierte Systeme
besser arbeiten als staustisch orientierte (speziell
zur Syntax z. B. Salton/Lesk 1968).

3.1.2. Retrieval

Beim document retrieval kommt es darauf an, dafd
ein moglichst hoher Anteil der Dokumente, die
ein System auf eine Frage hin nennt, im Sinne der
gestellten Frage von Bedeutung ist (precision),
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und daf} andererseits moglichst viele von den Do-
kumenten gefunden werden, die fiir die gestellte
Frage relevant sind (recall). Recall und precision
sind einander in der Regel umgekehrt proportional
und liegen in der Praxis bei 0.5 oder etwas dar-
iber (Optimum fur beide 1.0) (Salton 1968, Ro-
bertson/Sparck Jones 1976). Die Effektivitit der
Suche nach relevanten Dokumenten wird hiufig
dadurch gesteigert, daf die Struktur der Daten-
bank an die Struktur der Indexierungssprache
angepafit wird. Beispielsweise konnen Dokumente
entsprechend den in der IS gekennzeichneten se-
mantischen Relationen zu Blécken (clustern)
zusammengefaflit werden (Niedermeyr 1976). Da-
tenbankstrukturen dieser Art machen nicht nur
die Suche effektiver, sie erleichtern auch die Inter-
aktion zwischen System und Benutzer, etwa
indem das System anbietet, die gestellte Frage
zu prazisieren, zu erweitern oder zu paraphrasie-
ren (feedback) (Salton 1968, Attar/Fraenkel 1977).

Ein weites Feld fiir die CL eréffnet sich, wenn
die Interaktion zwischen Benutzer und System in
natiirlicher Sprache ablaufen soll. Ob ein Daten-
zugriff iiber natiirliche Sprache moglich und wie
restringiert diese Sprache sein soll, richtet sich
wesentlich nach dem Benutzerkreis (vgl. dazu die
in Kuhlen 1978 zusammengestellte Literatur tiber
kiinfrige Entwicklungen im Dokumentations-
wesen). Entscheidend ist weiter das Verhaltnis
von Benutzersprache und Indexierungssprache.
Die Benutzersprache mufl mindestens so reich
sein, dafl Information unter allen den Gesichts-
punkten erfragt werden kann, die die Struktur
der IS bestimmen. Entsprechend hat sich die Ana-
lyse der Benutzersprache an dem zu orientieren,
was in der IS ausgedriickt werden kann.

Dokumentationssysteme, die einen Daten-
zugriff in natiirlicher Sprache erlauben, sind den
Frage- Antwort-Systemen zuzurechnen (Simmons
1970). Der wesentliche Unterschied zu den in der
kiinstlichen Intelligenz entwickelten Frage-Ant-
wort-Systemen (vgl. 4) besteht darin, dafl bei den
ersteren die Effektivitit leitender Gesichtspunkt
ist, wihrend letztere Sprachverstehen simulieren
wollen. Erstere suchen nach Dokumenten, die
einen bestimmten Inhalt haben (Referenz-Retrie-
val), letztere direkt nach Inhalten (Fakt-Retrieval).
Dennoch wird eine zukiinftige Synthese beider
Typen von Dialogsystemen micht ausgeschlossen
(Smith 1976, Kuhlen 1978).

3.2. Worterbucharbeiten

Maschinell gespeicherte Worterbiicher haben ge-
geniber konventionellen Worterbiichern (vgl.
Art. 94) den Vorzug, daf sie schnell und systema-
tisch gelesen, bearbeitet und ausgewertet werden
konnen. Sie werden in der Regel fiir bestimmte,
relativ wohldefinierte Zwecke erstellt und erfas-
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sen die Worter oder Wortformen einer vorgegebe-
nen Menge von Texten (Corpusworterbicher).
Nach der zu einem Stichwort bereitgestellten In-
formation unterscheidet man Indizes und Konkor-
danzen. Konkordanzen enthalten zu jeder Beleg-
stelle einen genau festgelegten Teil des Kontextes,
in dem das Stichwort an der jeweiligen Stelle steht.
Damit wird es moglich, anhand des Worterbuches
allein Stichwortvorkommen nach formalen und
inhaltlichen Gesichtspunkten zu vergleichen.
Konkordanzen werden vor allem fiir literarische
Corpora erstellt (Wisbey 1967, Spevack 1968/70).
Indizes gibt es zu allen Textgattungen. Sie konnen
neben dem Belegstellennachweis Angaben iber
absolute und relative Hiufigkeit, Rang und Wort-
klasse des Stichwortes enthalten (Lutz 1971,
Klein/Zimmermann 1971). Eine strenge Unter-
scheidung von Indizes und Konkordanzen ist
nicht immer méglich oder sinnvoll. Beide Typen
von Worterbiichern konnen hiufig fiir die gleichen
Zwecke verwendet werden, auch wenn die Infor-
mation, die ein Index explizit enthilt, aus einer
Konkordanz erst errechnet werden muff und um-
gekehrt. Corpusworterbiicher werden in mehre-
ren Reihen systematisch publiziert (Indices zur
deutschen Literatur, Deutsche Wortindices) und
in maschinenlesbarer Form zur Verfiigung gehal-
ten (z.B. beim IKP in Bonn und IdS in Mann-
heim). Typische textwissenschaftliche Analysen,
die auf Corpusworterbuchern aufbauen, fragen
nach Worthiufigkeiten, dem Verhiltnis von
Wortklassen zueinander, Wortlingen, Satzlin-
gen, Satzkomplexititen, Haufigkeiten bestimmter
Konstruktionen, Ubergangswahrscheinlichkeiten
zwischen unterschiedlichen Einheiten usw. (vgl.
Literatur und Datenverarbeitung).

Bei der maschinellen oder maschinenunter-
stiitzten Herstellung von Worterbiichern (auto-
matische Lemmatisierung) treten, ihnlich wie
beim automatischen Indexing, sehr unterschied-
liche Probleme auf. Je nach Typ des bearbeite-
ten Corpus und gewiinschten Worterbuches miis-
sen Codierungsfragen gelost (Vereinheitlichung
der Texte, Homographenauflssung, Codierungs-
konventionen, Bereitstellung eines ausreichen-
den Zeichenvorrats) sowie morphosyntaktische
und semantische Analysen durchgefilhrt wer-
den (Wortklassenbestimmung, Flexionsklassen-
bestimmung, Desambiguierung, Bestimmung der
Paradigmenzugehorigkeit). Die Entwicklung auf
diesem Gebiet ist noch voll im Fluf§ (Rath 1971,
Dietrich 1973, Droop u.a. 1976).

4. Mensch — Maschine — Kommunikation

Aufbau und Arbeitsweise von Systemen fir die
Mensch-Maschine-Kommunikation hingen stark
von der jewells vorgesehenen Verwendung bzw.
dem zugrundeliegenden Erkenntnisinteresse ab.

Trotzdem haben die meisten Dialogsysteme ge-
wisse strukturelle Ahnlichkeiten miteinander,
z.B. enthalten sie bestimmte Bausteine (Kompo-
nenten) mit vergleichbaren Funktionen (Wilks
1977). Ein dialogischer Zyklus umfafit in der
Regel die syntaktisch-semantische Analyse eines
Eingabesatzes, seine meist liber eine deduktive
Komponente vermittelte Einordnung in ein Wis-
senssystem und seinen Bezug auf die Redesitua-
tion sowie eine dem entsprechende Genererung
einer Antwort der Maschine. Der Umfang und
die Differenziertheit einer syntaktischen Analyse
sind von zwei Hauptfaktoren abhingig: (1) von
der Komplexitit, die auf semantischer Ebene er-
reicht werden soll, d.h. zumindest bis zu einem
gewissen Grade ist die Komplexitit des Gegen-
standes, iiber den geredet werden soll, ausschlag-
gebend fir die Komplexitit der Syntax; (2) von
der gewiinschten Flexibilitit des Systems. Die
Erfordernisse beziiglich Flexibilitit und Robust-
heit des Systems hangen wesentlich vom Benut-
zerkreis ab. Wir konnen also hinsichtlich der
Griinde fiir die Komplexitit der Syntax im Extrem
zwei Typen von Systemen unterscheiden. Sy-
steme, die eine komplizierte Syntax haben, weil
sie eine komplizierte Semantik haben, streben
nach eindeutigen Abbildungen zwischen Syntax
und Semantik. Hierher gehdren z. B. die frithen in
erster Linie semantisch motivierten Systeme mit
oft bewuflt restringierter Ein- und Ausgabespra-
che (Raphael 1968) sowie tendentiell die ersten
Mikrowelt-Systeme (Winograd 1972). Auf der
anderen Seite stehen Systeme, deren syntaktische
Fihigkeiten unabhingig vom Umfang der Se-
mantik ausgedehnt werden. Wichtigste seman-
tische Fihigkeit ist das Paraphrasieren (Schank
1977). Das extremste Beispiel fiir fast ausschliefi-
lich syntaktische Analyse 1st Weizenbaum 1966.
Unter der semantischen Analyse eines natur-
sprachlichen Satzes wird am allgemeinsten seine
Ubersetzung in einen oder mehrere Ausdriicke
einer internen Reprisentationssprache verstanden.
Damit kann im Sinne einer linguistischen Semantik
je nach Aufbau des Systems und Typs der verwen-
deten Reprisentationssprache folgendes erreicht
werden: (a) Begriffe werden in eine Struktur inte-
griert, die Begriffe direkt (Quillian 1968, Simmons
1973) oder unter Verwendung lexikalischer Zer-
legungen (HAM-RPM: v. Hahn u.a. 1976 und
Wahlster/v. Hahn 1976, Schank '1977) vernetzt
und insgesamt das lexikalisch-semantische System
einer Sprache reprisentiert. (b) Sitze werden in
Makrostrukturen integriert, die den Inhalt von
Texten enthalten. Damit wird ein fortlaufender,
kohirenter Dialog fiir die Maschine erst méglich
(Schank 1975, Norman/Rumelhardt 1975, Hays
1977). (c) Sitze oder Teile von Sitzen l6sen Such-
und Deduktionsvorginge iiber der gespeicherten
Information aus. Damit kdnnen etwa bestimmte



Begriffe oder Sitze gesucht werden (z. B. als Ant-
wort auf eine Frage) oder Prisuppositionen und
Folgerungen einer Menge von Sitzen bestummt
werden (Schwarcz u.a. 1970, Charniak 1976).

Die Hauptschwierigkeiten beim Entwurf intel-
ligenter Dialogsysteme liegen auf der semantischen
Ebene einerseits in der mangelhaften Effektivitit
der Analyse und der Weiterverarbeitung ihrer Er-
gebnisse (Kombinatorische Explosion). Dariiber
hinaus sind aber auch Grundfragen strittig, die
insbesondere das Verhalinis der semantischen zu
einer weitergehenden Analyse betreffen. Zu nen-
nen sind vor allem das Reprisentationsproblem
und das Wissensproblem. Beide sind micht un-
abhingig voneinander.

Das Reprisentationsproblem beinhaltet die
Frage, wie komplexe Sachverhalte und ihre Ver-
inderung maschinenintern darzustellen sind.
Klassisch geworden ist in der Al die Unterschei-
dung von propositionalen und prozeduralen An-
sitzen. Erstere erfassen Sachverhalte statisch-
beschreibend, etwa in einer ausgearbeiteten for-
malen Sprache (logischer Ansatz, vgl. Simmons
1970, Habel/Schmidt 1978 und Schmidt/Schneider
1978) oder mit Hilfe einer - nicht notwendig lo-
gisch fundierten — Netzwerkdarstellung (Simmons
1973, Woods 1975, Wittig 1978). Letztere erfassen
Sachverhalte dynamisch-beschreibend, indem
z.B. der Ablauf von Ereignissen direkt in Form
von Elementarhandlungen, die im Verlauf eines
Ereignisses zu vollziehen sind, gespeichert wird
(Winograd 1972, 1977). Hiufig wird jetzt die
Meinung vertreten, beide Ansitze unterschieden
sich nicht prinzipiell, weil, in der Sprache der
Informatik, die Unterscheidung von Daten und
Programmen letztlich willkiirlich sei (Hays 1977).
Oder man macht geltend, dafl beide Darstellungs-
weisen gleichzeitig benétigt werden (Winograd
1975). Unabhingig von der Unterscheidung pro-
positional/prozedural wurde in den letzten Jahren
mehr und mehr mit dem von Minsky (1975) ex-
plizierten Begriff des frame operiert. Ein frame
ist eine Struktur, in der begriffliches Wissen, Wis-
sen iiber Situationen und Zustinde, Wissen iiber
Ereignisse und Vorginge auf verschiedenen Stufen
der Allgemeinheit festgehalten ist. Frames enthal-
ten Leerstellen, deren Fiillung z. B. den Ubergang
von einer allgemeinen (typisierten) zu einer sin-
guliren Situation bedeuten kann. Frames kénnen
miteinander verbunden werden, einander aktivie-
ren und ineinander tiberfiihrt werden. Das frame-
Konzeptist ein Versuch, aktuelles und allgemeines
Wissen im richtigen Verhiltnis zu halten (Kuipers
1975, Wilks 1977).

Das Wissensproblem beinhaltet vor allem die
Frage, welches und wieviel Weltwissen eine Ma-
schine braucht, um intelligent iiber einen Gegen-
stand sprechen zu kdnnen. Damit ist gleichzeitig
die Frage nach der Abgrenzung von Semantik und
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Weltwissen aufgeworfen. Man unterscheidet sinn-
voll zwei Modi des Gebrauchs von Weltwissen in
Dialogsystemen: (a) Der Einsatz von Wissen zur
Simulation sprachlicher Fihigkeiten im engeren
Sinne, also insbesondere zur lexikalischen und
grammatischen Desambiguierung, zum Feststellen
von Sprechakttypen (Fraser 1977) und zum Er-
kennen und Gebrauch formaler und semantischer
Mittel zur Herstellung von Text- bzw. Dialog-
kohirenz, insbesondere des Gebrauchs katapho-
rischer und anaphorischer Worter (Charniak
1977, Schank 1975, Norman/Rumelhardt 1975).
Das Weltwissen hat hier die Funktion, einen zu-
mindest teilweise extraverbalen Kontext zu bilden
oder zu ersetzen, der als Bezugsgrofle fiir die je-
weilige Fixierung des Sprachlichen benétigt wird.
(b) Die Wissensbasis hat unmittelbar als Abbild
der Welt zu gelten, tiber die die Maschine redet
und in der sie — zumindest im Idealfall - als Robo-
ter handelt. Das Wissen begrenzt damit nicht nur
den Gegenstand, iiber den die Maschine sprechen
kann, sondern es bestimmt auch, was iiber den
Gegenstand und damit tberhaupt gesagt werden
kann. Die Tendenz von der sprechenden Rechen-
maschine zum sprechenden Roboter (ansatzweise
realisiert bei Winograd 1972, vgl. z.B. auch
HAM-RPM) beruht auf der Erkenntnis, dafl
,»Sprechen* unter zwel Aspekten in umfangrei-
chere Systeme zu integrieren ist: einmal als ein
spezieller Informationskanal neben anderen, ins-
besondere dem visuellen und dem taktilen (Minsky
1975, Hays 1977); das heifft: Information muf§
zwischen den verschiedenen Kanilen iibersetzbar,
jedenfalls aber aufeinander beziehbar sein (vgl.
Art. 22). Zweitens ist Sprechen nur eine spezielle
Form des Handelns. Sprachliches Handeln ist un-
abhingig von auflersprachlichem nur begrenzt zu
realisieren. Aus diesen Griinden besteht das Ziel
des Entwurfes einer ,,sprechenden Maschine®,
die nichts kann als Sprechen, zumindest perspek-
tivisch und als Aufgabe der Grundlagenforschung
nicht mehr.
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